When are Lossy Energy Storage Optimization Models Convex?

Feras Al Taha and Eilyan Bitar

Abstract—We consider a class of optimization problems involving the optimal operation of a single lossy energy storage system that incurs energy loss when charging or discharging. Such inefficiencies in the energy storage dynamics are known to result in a nonconvex set of feasible charging and discharging power profiles. In this letter, we provide an equivalent reformulation for this class of optimization problems, along with sufficient conditions for the convexity of the proposed reformulation. The conditions provided generalize existing conditions for convexity in the literature.

I. INTRODUCTION

With the surge in growth of wind and solar energy sources in the power grid, energy storage systems have become increasingly important tools to manage the variability in power supplied by these intermittent resources. To effectively optimize the planning and operation of an energy storage system, one must account for the potential dissipation of energy while charging or discharging the storage system. However, the incorporation of such nonidealities in the energy storage model can lead to nonconvex optimization problems.

A commonly used model that accounts for energy losses in the storage dynamics involves representing the storage charging and discharging powers using distinct decision variables. While this representation results in a linear model for the energy storage dynamics, one must enforce additional “complementarity constraints” to prevent the occurrence of simultaneous charging and discharging. These complementarity constraints can be expressed using either bilinear equality constraints [1] or binary variables [2]–[8], both of which give rise to nonconvex optimization problems.

To side-step this nonconvexity, one can simply drop the complementarity constraints, resulting in a convex relaxation of the original optimization problem [9]. This straightforward convex relaxation can also be strengthened by incorporating additional valid convex inequalities [1], [10]–[12]. However, a crucial drawback of these convex relaxations is that they frequently yield solutions that are infeasible for the original problem, i.e., solutions where charging and discharging occur simultaneously.

To address the problem of infeasibility, there are a number of papers in the literature that provide sufficient conditions for the exactness of the convex relaxation obtained by dropping the complementarity constraints. Such conditions guarantee that optimal solutions to the relaxed optimization problem never involve simultaneous charging and discharging, ensuring they are both feasible and optimal for the original nonconvex optimization problem. For example, the convex relaxation has been shown to be exact for “copper plate” economic dispatch problems with lossy energy storage when the total cost of power generation at each stage is an increasing linear function [13] or an increasing convex quadratic function [14].

Several authors have also investigated the exactness of such relaxations when applied to transmission-constrained economic dispatch and unit commitment problems with lossy energy storage [15]–[20]. To guarantee exactness of the convex relaxation, these papers provide conditions that depend explicitly on the optimal solution of the relaxed optimization problem. A crucial drawback of such conditions is that they can only be verified a posteriori, that is, after having solved the convex relaxation itself. As an exception, Lin et al. [21] provide conditions for exactness that can be verified a priori, but impose an additional restriction on the energy storage system’s initial and maximum state-of-charge.

A. Main contributions

In this letter, we take the perspective of a storage owner-operator, and study a class of optimization problems involving the optimal operation of a single lossy energy storage system in the absence of power transmission constraints. Optimization problems of this kind arise in a variety of applications, including demand response, peak shaving, frequency regulation, and energy arbitrage.

To begin, we show that there exists a piecewise affine bijection between the set of feasible power profiles and the set of feasible energy (i.e., state-of-charge) profiles associated with a lossy energy storage system. Using this bijection, we provide an equivalent reformulation of the original optimization problem, where the energy profile is the sole decision variable. Crucially, the set of feasible energy profiles is shown to be a convex polytope, which is explicitly expressed in half-space representation.

We also derive sufficient conditions on the objective function of the original optimization problem that guarantee convexity of the objective function associated with the reformulated problem. These sufficient conditions for convexity (which can be checked a priori) generalize existing conditions for convexity in the literature, which either require smoothness of the objective function [18], [19], assume that the objective function is piecewise affine [13], [22], or impose restrictive conditions on the energy storage system’s initial and maximum state-of-charge [21]. Moreover, existing conditions for convexity require the objective function to be nondecreasing in both the storage charging and discharging.
power variables [18], [19], [21], whereas the convexity of our reformulation only requires the objective function to be nondecreasing in the storage charging power variables.

**Organization:** The remainder of this letter is organized as follows. In Section II, we present the class of lossy energy storage optimization models considered in this paper. In Section III, we provide an equivalent reformulation for this class of optimization problems, along with sufficient conditions for their convexity. Section IV concludes the letter.

**Notation:** Denote by \( \mathbb{R} \) the set of real numbers, and by \( \mathbb{R}_+ \) the set of nonnegative real numbers. Given two vectors \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \), we let \((x, y) \in \mathbb{R}^{n+m}\) denote the vector formed by stacking \( x \) and \( y \) vertically. Given a vector \( x \in \mathbb{R}^n \), we let \( x^+ := \max\{0, x\} \) and \( x^- := \min\{0, x\} \) represent the element-wise positive and negative parts of the vector \( x \), respectively. Given two vectors \( x, y \in \mathbb{R}^n \), the relation \( x \geq y \) means that \( x - y \in \mathbb{R}^n_+ \).

II. Problem Formulation

In this section, we present a conventional model for the optimal operation of a lossy energy storage system with energy leakage and conversion inefficiencies.

We consider a discrete-time model of the energy storage system (ESS) dynamics, with time periods of duration \( \Delta > 0 \), indexed by \( t = 0, 1, \ldots, T \). We let \( u_t \in \mathbb{R} \) represent the ESS charging power level during time period \( t \). A positive charging power level represents the injection of energy into the ESS, while a negative charging power level represents the withdrawal of energy from the ESS. We let \( x_t \in \mathbb{R} \) represent the energy level (or state-of-charge) of the ESS at the beginning of time period \( t \). The ESS state-of-charge evolves according to

\[
x_{t+1} = \lambda x_t + \Delta \left( \eta^c u_t^+ + \frac{1}{\eta^d} u_t^- \right), \quad t = 0, \ldots, T - 1,
\]

where the initial state-of-charge \( x_0 \in \mathbb{R} \) is assumed to be given. The scalar parameters \( \eta^c \in (0, 1) \) and \( \eta^d \in (0, 1) \) represent the ESS charging and discharging efficiencies, respectively, and \( \lambda \in (0, 1) \) represents the self-discharge rate of the ESS. The dynamics specified in Eq. (1) are nonlinear, because of the need to model the dissipation of energy due to charging and discharging separately.\(^1\)

The ESS energy and power variables must also satisfy the following constraints:

\[
x_t \leq x_t \leq \bar{x}_t, \quad t = 1, \ldots, T
\]

\[
-u_t \leq u_t \leq \bar{u}_t, \quad t = 0, \ldots, T - 1.
\]

Here, the parameter \( \bar{x}_t \geq 0 \) represents the maximum amount of energy that can be stored at time \( t \), \( \bar{u}_t \geq 0 \) represents the smallest amount of energy that can be stored at time \( t \), \( \bar{u}_t \geq 0 \) represents the maximum charging power at time \( t \), and \( u_t \geq 0 \) represents the maximum discharging power at time \( t \).

Before presenting the optimization model considered in this letter, it will be helpful to express the dynamics in (1) in terms of a nonlinear mapping \( \phi : \mathbb{R}^T \rightarrow \mathbb{R}^T \) from the ESS power profile \( u := (u_0, \ldots, u_{T-1}) \) to the corresponding energy profile \( x := (x_1, \ldots, x_T) \), which is given by

\[
x = \phi(u) := A \left( \eta^c u^+ + \frac{1}{\eta^d} u^- \right) + b.
\]

Here, \( b := (\lambda x_0, \lambda^2 x_0, \ldots, \lambda^T x_0) \in \mathbb{R}^T \) and \( A \in \mathbb{R}^{T \times T} \) is a lower triangular matrix with nonnegative entries given by \( A_{ij} := \Delta \lambda^{j-i} \) for all \( j \leq i \). It is also important to note that the matrix \( A \) is invertible since it is lower triangular and all of the elements along its diagonal are nonzero. Its inverse is given by

\[
A^{-1} = \frac{1}{\Delta} (I - \lambda L),
\]

where \( I \in \mathbb{R}^{T \times T} \) is the identity matrix and \( L \in \mathbb{R}^{T \times T} \) is the lower shift matrix, i.e., a matrix with ones along its sub-diagonal and zeros everywhere else. Using the relationship in Eq. (4), we can express the family of ESS optimization problems considered in this letter as

\[
\begin{align*}
\text{minimize} & \quad c(u) \\
\text{subject to} & \quad x = \phi(u) \\
& \quad \underline{x} \leq x \leq \bar{x} \\
& \quad -\bar{u} \leq u \leq \bar{u}.
\end{align*}
\]

Here, the decision variables are \( x \in \mathbb{R}^T \) and \( u \in \mathbb{R}^T \), and the objective function \( c : \mathbb{R}^T \rightarrow \mathbb{R} \) is assumed to be a convex function. The vectors \( \underline{x} := (\underline{x}_0, \ldots, \underline{x}_{T-1}) \) and \( \bar{u} := (\bar{u}_0, \ldots, \bar{u}_{T-1}) \) encode the maximum charging and discharging limits on the power profile, respectively, and the vectors \( \bar{x} := (\bar{x}_1, \ldots, \bar{x}_T) \) encode the upper and lower limits on the energy storage profile, respectively.

A power profile \( u \in \mathbb{R}^T \) is said to be feasible for problem (6) if it induces an energy profile \( x = \phi(u) \) such that both profiles \((x, u)\) satisfy constraints (2)-(3). Formally, one can express the set of feasible power profiles as

\[
\mathbb{U} := \left\{ u \in \mathbb{R}^T \mid u \in [-\bar{u}, \underline{x}], \phi(u) \in [\underline{x}, \bar{x}] \right\}.
\]

It is important to recognize that the nonlinear equality constraint \( x = \phi(u) \) in problem (6) can lead to a nonconvex set of feasible power profiles. We illustrate this point in Fig. 1a, where we provide a simple example of a lossy energy storage system with a nonconvex set of feasible power profiles.

It is also important to note that the set of feasible power profiles \( \mathbb{U} \) is guaranteed to be convex if the energy storage system is lossless (i.e., \( \eta^c = \eta^d = 1 \)), or restricted to charging only (i.e., \( u_t \geq 0 \) for all stages \( t \)) or discharging only (i.e., \( u_t \leq 0 \) for all stages \( t \)).
A simple two-period \((T = 2)\) lossy energy storage system model with parameters: \(\eta^c = \eta^d = 0.5\), \(\Delta = 1\), \(x_0 = 0.75\), \(\lambda = 1\), \(u = (1, 1)\), \(\pi = (1, 1)\), \(\bar{x} = (0, 0)\), and \(\overline{\pi} = (1, 1)\).

III. CONVEX REFORMULATION

In this section, we show that the mapping \(\phi\) from power to energy profiles is a piecewise affine bijection. This key property allows us to recast the original problem \((6)\) solely in terms of energy profiles. Importantly, we show that, unlike the potentially nonconvex set of feasible power profiles, the set of feasible energy profiles is always a convex set. We also provide sufficient conditions on the objective function that ensure its convexity under the proposed reformulation of problem \((6)\). The following result will play a key role in the derivation of these results.

### Theorem 1

The function \(\phi : \mathbb{R}^T \rightarrow \mathbb{R}^T\), as defined in Eq. \((4)\), is concave and invertible.\(^2\) Furthermore, its inverse, denoted by \(\phi^{-1}\), is a convex function given by

\[
\phi^{-1}(x) = \frac{1}{\eta^c} \left( A^{-1}(x - b) \right)^+ \eta^d \left( A^{-1}(x - b) \right)^- (8)
\]

for all \(x \in \mathbb{R}^T\).

**Proof.** It will be helpful to express the function \(\phi\) as a composition of functions given by \(\phi(u) = Af(u) + b\), where

\[
f(u) := \eta^c u^+ + (1/\eta^d)u^-
\]

for all \(u \in \mathbb{R}^T\). Using the fact that \(0 < \eta^c \leq 1/\eta^d\), it can be shown that the function \(f\) is both concave and invertible, where the inverse of \(f\) is given by

\[
f^{-1}(v) := (1/\eta^c)v^+ + \eta^d v^-
\]

for all \(v \in \mathbb{R}^T\). It can also be shown that the inverse function \(f^{-1}\) is convex.

Recall that the lower triangular matrix \(A\) is entrywise nonnegative, since \(A_{ij} = \Delta \lambda^{i-j} > 0\) for all \(j \leq i\). It follows that each component of the vector-valued function \(\phi(u) = Af(u) + b\) is a nonnegative linear combination of concave functions (the components of \(f\)) plus an offset. Thus, \(\phi\) is a concave function.

To derive the inverse of \(\phi\), let \(u \in \mathbb{R}^T\) and define \(x = Af(u) + b\). Since both the matrix \(A\) and the function \(f\) are invertible, we have that

\[
0 = f^{-1}(A^{-1}(x - b))
\]

\[
= \frac{1}{\eta^c} \left( A^{-1}(x - b) \right)^+ \eta^d \left( A^{-1}(x - b) \right)^-
\]

\[
= \phi^{-1}(x).
\]

To complete the proof, note that each component of the vector-valued function \(\phi^{-1}(x) = f^{-1}(A^{-1}(x - b))\) is given by a composition of a convex function with an affine function. Thus, \(\phi^{-1}\) is a convex function.

Given the invertibility of the map \(\phi\), we can apply the substitution \(u = \phi^{-1}(x)\) to reformulate problem \((6)\) such that the energy profile \(x\) becomes the sole decision variable.

The resulting set of feasible energy profiles can be expressed as

\[
\mathcal{X} := \{ x \in \mathbb{R}^T \mid \phi^{-1}(x) \in [-u, \pi] \}, \quad x \in [\bar{x}, \overline{\pi}] \}.
\]

At first glance, the set \(\mathcal{X}\) may appear to be nonconvex due to the inequality constraint \(\phi^{-1}(x) \geq -u\) (recall from Theorem 1 that \(\phi^{-1}\) is a convex function). However, the following result reveals that the set of feasible energy profiles is in fact a convex polytope by providing an equivalent representation of \(\mathcal{X}\) as an intersection of half-spaces. In Fig. 1b, we provide a simple example illustrating the convexity of the set \(\mathcal{X}\).

\(^2\)When referring to convexity (resp. concavity) of a vector-valued function, we mean that each of its scalar-valued component functions is a convex (resp. concave) function.
Theorem 2. The set of feasible energy profiles $X$, as defined in Eq. (9), is a convex polytope that can be expressed in half-space representation as

$$X = \{ x \in \mathbb{R}^T \mid A^{-1}(x-b) \in [ -\frac{1}{\eta^p}u, \eta^f \pi ], \ x \in [x, \pi] \}. \quad (10)$$

Proof. Let $x \in [x, \pi]$. To prove (10), it suffices to show that

$$-u \preceq \phi^{-1}(x) \preceq \pi \iff -\frac{1}{\eta^p}u \preceq A^{-1}(x-b) \preceq \eta^f \pi.$$

Recall the expression for $\phi^{-1}$ in Eq. (8). Since $\pi \geq 0$, it holds that $\phi^{-1}(x) \preceq \pi$ if and only if $(1/\eta^f)A^{-1}(x-b) \preceq \pi$. Since $-u \preceq 0$, it also holds that $\phi^{-1}(x) \preceq -u$ if and only if $\eta^fA^{-1}(x-b) \preceq -u$. The desired result follows, since $\eta^f, \eta^p > 0$. \hfill $\Box$

Applying the substitution $u = \phi^{-1}(x)$ and using the half-space representation of the set of feasible energy profiles given in Eq. (10), one can reformulate the original optimization problem (6) as

$$\text{minimize } c(\phi^{-1}(x))$$

subject to $x \preceq x \preceq \pi$, $-\frac{1}{\eta^p}u \preceq A^{-1}(x-b) \preceq \eta^f \pi$, \quad (11)

where the energy profile $x \in \mathbb{R}^T$ is the sole decision variable.

While the feasible set of the proposed reformulation (11) is guaranteed to be a convex set, the reformulated objective function $c \circ \phi^{-1}$ may be nonconvex. In [22], the composite function $c \circ \phi^{-1}$ is shown to be convex if the original cost function $c$ belongs to a specific class of convex piecewise linear functions that arise in net energy metering applications. In what follows, we characterize a more general class of convex cost functions $c$ that preserve the convexity of the composition $c \circ \phi^{-1}$.

Definition 1. A function $f : \mathbb{R}^n \to \mathbb{R}$ is defined to be coordinate-wise nondecreasing on a set $\mathcal{S} \subseteq \mathbb{R}$ if for each coordinate $i \in \{1, \ldots, n\}$ and any two elements $x, y \in \mathbb{R}^n$ with $x_i, y_i \in \mathcal{S}, x_i \leq y_i$, and $x_j = y_j$ for all $j \neq i$, we have $f(x) \leq f(y)$.

In words, a multivariate function is coordinate-wise nondecreasing on a subset of the real number line if the function is nondecreasing in each variable on that subset.

Theorem 3. If $c : \mathbb{R}^T \to \mathbb{R}$ is convex and coordinate-wise nondecreasing on $[0, \infty)$, then $c \circ \phi^{-1}$ is convex.

The condition requiring that the objective function $c$ be coordinate-wise nondecreasing on the set $[0, \infty)$ requires it to be nondecreasing in the power injected into the energy storage system at every time period.

Proof. To streamline the proof, we introduce a function $g : \mathbb{R}^T \to \mathbb{R}^T$, defined as $g(x) := (1/\eta^f)x^+ + \eta^d x^-$ for all $x \in \mathbb{R}^T$. It can be shown that the function $g$ is convex, since $0 < \eta^d \leq 1/\eta^f$. Using this newly defined function, we have that $(c \circ \phi^{-1})(x) = (c \circ g)(A^{-1}(x-b))$ for all $x \in \mathbb{R}^T$. Thus, to prove that $c \circ \phi^{-1}$ is convex, it suffices to show that the function $c \circ g$ is convex (since the composition of a convex function with an affine function is also convex).

We begin by proving that $c \circ g$ is convex for the special case of $T = 1$. Let $x, y \in \mathbb{R}$, $\theta \in [0, 1]$, and define $z := \theta x + (1-\theta)y$. If $z \geq 0$, then

$$(c \circ g)(z) \leq \theta(c \circ g)(x) + (1-\theta)c \circ g)(y).$$

Since $z \geq 0$, it holds that $g(z) = (1/\eta^f)z \geq 0$. This fact, together with the assumption that $c$ is nondecreasing on $[0, \infty)$ and the convexity of $g$, implies the first inequality. The second inequality follows from the convexity of $c$. If $z \leq 0$, then

$$(c \circ g)(z) = c(\eta^d z) \leq \theta c(\eta^d x) + (1-\theta)c(\eta^d y) \leq \theta c(g(x)) + (1-\theta)c(g(y)).$$

The first equality follows from $z \leq 0$. The first inequality follows from the convexity of $c$. To see why the second inequality is true, consider the term $c(\eta^d x)$. If $x \leq 0$, then $c(\eta^d x) = c(g(x))$. Conversely, if $x \geq 0$, then $c(\eta^d x) \leq c(1/\eta^f)g(x) = c(g(x))$, since $c$ is nondecreasing on $[0, \infty)$ and $0 < \eta^d \leq 1/\eta^f$. Hence, $c(\eta^d x) \leq c(g(x))$ for all $x \in \mathbb{R}$. It also holds that $c(\eta^d y) \leq c(g(y))$ for all $y \in \mathbb{R}$, yielding the second inequality. The case of $T > 1$ is handled similarly, where the same arguments can be applied in a “coordinate-wise” fashion to establish the convexity of $c \circ g$. \hfill $\Box$

A. Discussion

While there are many objective functions of practical interest that satisfy the sufficient conditions for convexity in Theorem 3, the proposed reformulation (11) is not a panacea. In Table 1, we provide a variety of examples where the composite function $c \circ \phi^{-1}$ is guaranteed to be convex. We also include an example where convexity is not guaranteed.

In examples (a) through (c), the given cost function $c$ is convex in the storage power profile $u$. The additional assumptions stated alongside these examples also ensure that the cost function $c$ is coordinate-wise nondecreasing on the set $[0, \infty)$. According to Theorem 3, this guarantees convexity of the composite function $c \circ \phi^{-1}$.

In the energy arbitrage example (d), the given cost function $c$ is convex and coordinate-wise nondecreasing on $[0, \infty)$ if the energy prices satisfy the inequality $p_{buy}^t \geq (p_{sell}^{\text{well}})^t$ for every stage $t$. However, it can be shown that the composite function $c \circ \phi^{-1}$ is convex if the energy prices satisfy a weaker condition given by $(1/\eta^f)p_{buy}^t \geq \eta^d p_{sell}^t$ for every stage $t$. Interestingly, the family of cost functions satisfying this condition includes cost functions $c$ that are not coordinate-wise nondecreasing on $[0, \infty)$. This reveals that the sufficient conditions for convexity provided in Theorem 3 are not necessary in general.
### Table I: This table presents several examples of lossy energy storage optimization problems along with their associated cost function $c$. The convexity of the objective function $c \circ \phi^{-1}$ under the proposed reformulation (11) is determined for each example.

<table>
<thead>
<tr>
<th>Application</th>
<th>Cost function $c$</th>
<th>Parameters</th>
<th>Assumptions</th>
<th>Convexity of $c \circ \phi^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Peak shaving</td>
<td>$\max_{t \in {0, \ldots, T-1}}</td>
<td>u_t + \ell_t</td>
<td>$</td>
<td>Load: $\ell_t \in \mathbb{R}$</td>
</tr>
<tr>
<td>(b) Load balancing</td>
<td>$\sum_{t=0}^{T-1} (u_t + \ell_t)^2$</td>
<td>Load: $\ell_t \in \mathbb{R}$</td>
<td>$\ell_t \geq 0, \forall t$</td>
<td>✓</td>
</tr>
<tr>
<td>(c) Power regulation</td>
<td>$\sum_{t=0}^{T-1}</td>
<td>u_t - r_t</td>
<td>$</td>
<td>Regulation signal: $r_t \in \mathbb{R}$</td>
</tr>
<tr>
<td>(d) Energy arbitrage</td>
<td>$\sum_{t=0}^{T-1} p_t^\text{buy} u_t + p_t^\text{sell} u_t$</td>
<td>Prices: $p_t^\text{buy}, p_t^\text{sell} \in \mathbb{R}$</td>
<td>$(1/\eta p_t^\text{buy} \geq \eta d p_t^\text{sell}, \forall t)$</td>
<td>✓</td>
</tr>
<tr>
<td>(e) Power smoothing</td>
<td>$\sum_{t=0}^{T-1} \left(</td>
<td>s_t - u_t</td>
<td>- (s_{t-1} - u_{t-1}) \right)$</td>
<td>Renewable power: $s_t \in \mathbb{R}$</td>
</tr>
</tbody>
</table>

### IV. Conclusion

In this letter, we have examined a class of optimization problems involving the optimal operation of a lossy energy storage system in the absence of power transmission constraints. We have provided an equivalent reformulation for this class of problems, along with sufficient conditions for the convexity of the proposed reformulation.
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